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5.1 Unfolding Computational Graphs
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Music generation ∅

Speech recognition
“The quick brown fox jumped 

over the lazy dog.”

Sentiment classification “There is nothing to 

like in this movie.”

DNA sequence analysis AGCCCCTGTGAGGAACTAG AGCCCCTGTGAGGAACTAG

Machine translation Voulez-vous chanter avec 

moi?
Do you want to sing with 

me?

Video activity recognition Running

Name entity recognition Yesterday, Harry Potter 

met Hermione Granger.

Yesterday, Harry Potter  

met Hermione Granger.
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Problems:

- Inputs, outputs can be different lengths in different examples.

- Doesn’t share features learned across different positions of text. 

Neural Network / CNN
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• RNN uses information from the previous inputs
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He said, “Teddy Roosevelt was a great President.”

He said, “Teddy bears are on sale!”
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Vanilla 

Neural 

Networks 

e.g. Image 

Captioning

image -> sequence 

of words 

e.g. action 

prediction

sequence of 

video frames -> 

action class 

E.g. Video 

Captioning

Sequence of video 

frames ->

caption 

e.g. Video 

classification on 

frame level 
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Hidden state
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Output
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5.4 Long Short-Term Memory (LSTM)
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23



These slides are provided by Minhhuy Le, ICSLab, Phenikaa Uni.

5.4 Vision with Language Processing

24



These slides are provided by Minhhuy Le, ICSLab, Phenikaa Uni.

5.4 Vision with Language Processing

25



These slides are provided by Minhhuy Le, ICSLab, Phenikaa Uni.

5.4 Vision with Language Processing

26



These slides are provided by Minhhuy Le, ICSLab, Phenikaa Uni.

5.4 Vision with Language Processing

27



These slides are provided by Minhhuy Le, ICSLab, Phenikaa Uni.

5.4 Vision with Language Processing

28



These slides are provided by Minhhuy Le, ICSLab, Phenikaa Uni.

5.5 Application of RNN
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Music generation ∅

Speech recognition
“The quick brown fox jumped 

over the lazy dog.”

Sentiment classification “There is nothing to 

like in this movie.”

DNA sequence analysis AGCCCCTGTGAGGAACTAG AGCCCCTGTGAGGAACTAG

Machine translation Voulez-vous chanter avec 

moi?
Do you want to sing with 

me?

Video activity recognition Running

Name entity recognition Yesterday, Harry Potter 

met Hermione Granger.

Yesterday, Harry Potter  

met Hermione Granger.
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5.5 Application of RNN
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ChatGPT

Text2Image Generator

A dragon fruit wearing karate belt in the snow" and "a photo of a Corgi dog 

riding a bike in Times Square. It is wearing sunglasses and a beach hat"
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5.6 Practice
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Stanford CS230 summary:

https://stanford.edu/~shervine/teaching/cs-230/cheatsheet-recurrent-neural-networks

TensorFlow – RNN simple

https://www.tensorflow.org/guide/keras/rnn

Tensorflow – Time series forecasting

https://www.tensorflow.org/tutorials/structured_data/time_series

https://stanford.edu/~shervine/teaching/cs-230/cheatsheet-recurrent-neural-networks
https://www.tensorflow.org/guide/keras/rnn
https://www.tensorflow.org/tutorials/structured_data/time_series
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